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Abstract

Current European Air Traffic Control (ATC) sys-
tem is far exceeded by the demand and the resulting
delays are a financial and psychological burden for
airlines and passengers. One of their main sources
is the hourly capacity constraints, defined on each
en-route ATC sector, but poorly representing the
workload of controllers. Whereas previous works
were mainly focused on optimizing the ground de-
lay slot allocation process performed by the Central
Flow Management Unit (CFMU) to meet these con-
straints, we propose to directly solve all conflicts
occurring above a given flight level by ground de-
laying, while minimizing the maximal delay. We
present a Constraint Programming (CP) model of
this large scale combinatorial optimization problem
and the results obtained by its implementation with
the FaCiLe constraint library.

Keywords: Slot Allocation, Conflict Resolution,
Constraint Programming

1 Introduction

In an already saturated European sky, the predicted
growth of air traffic volume urges to improve Air
Traffic Management (ATM) efficiency, as attested
by the ACARE Strategic Agenda 2 [ACA04] and
the European Single Sky programme SESAR. Cur-
rent ATM optimization strategies, like reducing the
size of sectors or the distance of separation (RVSM,
P-RNAV), seem to have reach the structural limits of
the system, while the automation of Air Traffic Con-
trol (ATC) has known few significant improvements
over the last decades [GD05].

The Central Flow Management Unit (CFMU) in
Brussels is in charge of reducing these congestion
costs by, among other strategic or tactical measures,
delaying departure slots for the flights involved in
overloaded en-route sectors. The purpose of delay-

ing is to respect the en-route capacity constraints
provided by each ATC Centre (ATCC) as a number
of aircraft per hour, according to their daily sched-
ule. Former studies like [DPJL97, BBR01] aimed
at optimizing this process over the greedy algorithm
used at the CFMU. However, one of the limitations
of this process is that the definition of sectors ca-
pacities (hourly rate of aircraft entering the sector)
is poorly related to the complexity of the traffic with
respect to the controllers workload, as assessed by
[GG07].

Instead of trying to satisfy en-route capacity con-
straints, we propose to directly solve the poten-
tial conflicts occurring between any two intersect-
ing trajectories with ground delaying. A single de-
lay would be associated with each flight such that
all potential conflicts occurring above a given flight
level would be avoided. This very fine grain model
would of course generates much larger constraints
sets than the macroscopic (at the sector level) ca-
pacitated ones, but would garantee conflict-free tra-
jectories all along the flight path... provided that
aircraft were able to scrupulously follow their pre-
dicted route in the four dimensions.

Obviously, the latter hypothesis is far from being
met nowadays, even if a lot of studies about ATC
automation have demonstrated that the accuracy of
Flight Management Systems is a crucial issue for
future Air Traffic Flow Management (ATFM) and
ATC systems, as advocated by [AC03]. Neverthe-
less, we believe our approach may reduce air traf-
fic complexity by “deconflicting” it in advance, the
remaining conflicts due to deviation from the flight
plan or occurring in the lower airspace being taken
care of by more standard ATC procedures.

Several optimization paradigms are being evalu-
ated for this purpose, namely meta-heuristics, local
search and Constraint Programming (CP). We will
focus here on the CP approach as it offers to ob-
tain proved bounds on the maximal delays needed
to solve the conflicts, which can be used to draw
conclusions on the feasibility of this kind of regula-
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tions. Moreover, CP is a technology of choice for
implementing such preliminary work, as it allows to
easily refine the problem by adding new constraints
(e.g. connection constraints between flights using
the same aircraft) and to experiment with various
search strategies without changing the rest of the
model.

In the following sections, we first briefly present
ATC and ATFM, focusing on ground delaying. Then
we describe our model of a conflict-free slot allo-
cation, starting by the details of the conflict con-
straints generation and search strategy, which lead
to the presentation of our first results on a few in-
stances for which optimal solutions were found. We
end with planned further works to enhance the ap-
proach before concluding.

2 Context

2.1 ATC and ATFM

Air Traffic Control (ATC) is a ground-based service
provided to ensure the safety and efficiency of the
flow of aircraft. The first goal of ATC is to maintain
aircraft separated: outside Terminal Areas (TMA)
around airports, two aircraft should remain distant
from each other at least by 5 Nm horizontally and
1000 ft vertically, as illustrated by the safety volume
of figure 1.
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Figure 1: Vertical and horizontal separation. An-
other aircraft cannot be inside the cylinder at the
same time.

The overall system currently implemented to
achieve this goal can be conceptually divided in sev-
eral layers or filters with decreasing time horizon
with respect to the flight date of the traffic con-
cerned:

1. Strategic (several months), ASM (Air Space
Management): design of routes, sectors and
procedures (e.g. reduced separation RVSM
since 2002, Area Navigation (RNAV) with fic-
tive beacons...).

2. Tactical (a few days to a few hours), ATFM:
ATC Centres opening schedules define hourly
capacities of each open sectors (or groups of
sectors). To respect these capacity constraints,
the CFMU computes and updates flow regu-
lations and reroutings according to the posted
flight plans and resulting workload excess.

3. Real time(5/15 min), ATC: surveillance, co-
ordination with adjacent centres, conflict reso-
lution by various simple manœuvres (heading,
flight level, speed) transmitted to the pilots.

4. Emergency (less than 5 min), safety nets:
ground-based (Short Term Conflict Alert, Min-
imum Safety Altitude Warning) and airborne
(Traffic Alert and Collision Avoidance System,
Ground Proximity Warning System).

We will focus in the following section on the kind
of regulations performed by the CFMU by postpon-
ing the takeoff of aircraft.

2.2 Ground Delays

As aircraft obviously cannot be paused while air-
borne whenever the traffic complexity becomes to
high to be safely handled by a controller, one of the
simplest way to leverage ATC workload is to post-
pone the takeoff of aircraft1. This kind of measure
is however quite unpopular among airlines, as it can
be very costly and may propagate in terms of missed
correspondances (see [Uni04]), so the delays should
be minimized as much as possible.

2.2.1 Satisfying En-Route Sectors Capacity
Constraints

The aim of CFMU regulations is to maintain the
number of en-route aircraft entering a given subset
of sectors below some bound over given time peri-
ods (usually one hour), according to the constraints
declared by experts (FMP) in each ATCC for the day
of traffic. The CFMU experts first identify the over-
loaded sectors and responsible flows with the PRE-
DICT tool, then compute a slot allocation as ground
delays for the involved flights with the CASA tool
(cf. [CFM00]).

CASA is able to take into account many opera-
tional constraints and updates to optimize its allo-
cation process, but the algorithm used has greedy
properties and thus cannot guarantee to find a cor-
rect solution (which satisfies all the constraints) or

1Note that flights might be delayed for other reasons than en-
route capacity violation, like bad weather or equipment failures.
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an optimal one. CP technology has been applied
with good results to prove and optimize the alloca-
tion process with a relaxed model [DPJL97] or to
smooth the resulting load profiles [BBR01] with a
tighter model.

However, traffic complexity is very hard to de-
fine precisely, and sector capacities, expressed as
a maximum number of aircraft entering the sector
over a given time period, does not take into account
many parameters relevant to accurately represent the
performance of ATC. Observed actual capacities,
as well as merging and splitting subset of sectors,
symptomatically present very different profiles than
the predicted ones.

To overcome this issue, recent works such as
[FPA+07] use a much more precise and complex
workload CP model to dynamically balance the
traffic over the sectors of an ATCC in the up-
per airspace. Other works, like [Bar02] uses CP
technology as well to optimize the ATCC open-
ing schedules to match the predicted traffic more
closely, or even attempt to redesign airspace sectori-
sation with better balancing like [TB03].

2.2.2 Solving the Conflicts

Within the SESAR programme, the trend cur-
rently is the design of conflict-free 4D tubes within
crowded airspace (whereas separation could be del-
egated to aircraft in less dense areas). So instead of
only respecting sectors capacities macroscopically,
we propose to evaluate the cost of precisely solv-
ing all potential conflicts, only with ground delays,
while minimizing the worst allocated delay to main-
tain equity among airlines.

This conflict-free model will of course yield much
larger problem instances as all the conflicting tra-
jectories intervals above a given flight level will
be taken into account as constraints. The resulting
problem is intrinsically disjonctive as for each po-
tential conflict between two flightsi andj, eitheri
must precedej or j precedei at each pair of points
concerned (see section 3.2).

It is expected that such regulations will result in
too high a total amount of delay, as we will opti-
mize the maximum delay only, minimizing the sum
of delays being exponentially more search intensive.
However, the use of CP technology will provide
proved bounds that other optimization techniques
like local search or meta-heuristics cannot produce.

Other approaches have been presented to solve
conflicts in real-time, automating the task of con-
trollers. Some of the most promising ones are cen-
tralized techniques that compute simple horizontal

or vertical manœuvres [Gra02] and small speed ad-
justements as proposed by the ERASMUS project
[Arc04]. These solvers, based around a meta-
heuristic (Genetic Algorithm), can take uncertain-
ties on ground and vertical speed into account and
repeatedly compute solutions for a sliding time win-
dow.

3 Conflict-Free Slot Allocation

3.1 Conflict Detection

Our input data are provided by the CATS simulator
[ABDM97] which takes all filed flight plans con-
cerning the French airspace for a given day of traf-
fic and the relevant airspace configuration (sectors,
waypoints...), and outputs the corresponding 4D tra-
jectories. Trajectories are sampled with a 15s time
step, which is the largest interval to guarantee that at
least two points of the trajectories of facing aircraft
at the highest possible speed will be closer than one
separation norm,i.e. even the shortest conflicts will
be detected.

Figure 2: Conflicting Points Detection

Trajectories are then probed pairwise for poten-
tial conflicts, taking the maximal allowed delay into
account. The separation norm is thus tested for each
pair of points of the two probed trajectories (up to
p = 900 points per trajectory for up ton = 9500
flights in O(n2p2)) as illustrated on figure 2 in the
horizontal plane.

Though the maximal allowed delay can be seen as
a parameter of the search algorithm only, it also af-
fect the conflict detection. Actually, when the maxi-
mal allowed delay is increased, the size of the prob-
lem grows as well, as more and more flights tend
to be in potential conflict. Ultimately, if a 24h de-
lay would be allowed, the conflict detection could be
done in 3D, regardless of time, as any two geomet-
rically conflicting trajectories would generate a con-
straint. So, whenever a particular instance has been
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proved inconsistent, it has to be generated again
with higher values of the maximal delay, which will
capture later potential conflicts on the trajectories
pairs.

Operationally, flights originating outside the Eu-
rocontrol countries cannot be delayed and we will
thus fix their delay variable to 0 in our constraint
model, reducing the number of variables but tighten-
ing the constraints as well and offering less opportu-
nity for optimization. Constraints corresponding to
conflicts occurring between two such flights will of
course be discarded as we cannot delay the flights to
solve them. Such remaining conflicting cases would
have to be taken care of by other ATC or ATFM
techniques that we will not address in this study.

3.2 Constraints Model

3.2.1 Conflicts

To compute the constraints of our model, the trajec-
tories are pairwise probed for couples of conflicting
points. Given a flighti, we note the input data:

• {pk
i } the chronologically ordered sequence of

the 3D points of its trajectory;

• tki the time at which the flight will be at point
pk

i , should it not be delayed.

We define a setD of decision variables:

D = {δi, ∀i ∈ [1, n]}

of finite domain[min_delay, max_delay] that repre-
sent the delay associated with each of then flights,
and we will describe our model using the following
auxilliary variables:

• θk
i = tki + δi the date at which flighti will be

at pointpk
i if it is delayed byδi;

• dij = δj − δi the difference of the delays of
flight j andi.

For any geometrically conflicting pointspk
i andpl

j

such that the separation norm is violated (dh being
the distance in the horizontal plane anddv in the
horizontal plane):

dh(pk
i , pl

j) < 5 Nm and dv(pk
i , pl

j) < 1000 ft

we must temporally ensure that:

θk
i 6= θl

j

which can be rewritten with the difference variables
dij :

dij 6= tki − tlj

Starting at the first such pointpk
i that conflicts

with a point of flight j, we take into account the
whole continuous segment of trajectoryj conflict-
ing with pk

i :

{pl
j , ∀l ∈ [lk, lk+r]}

for somer, and we impose that:

dij 6∈ {tki − tlj , ∀l ∈ [lk, lk+r]}

dij 6∈ [lbk, ubk]

with lbk andubk being respectively the lower and
upper bound of the set oftki − tlj .

If the next pointpk+1

i of the trajectory of flighti
conflicts with a further segment of flightj, we will
obtain another forbidden segment fordij :

dij 6∈ [lbk+1, ubk+1]

taking part in the same potential conflict. To ensure
separation we must then impose:

dij 6∈ [min(lbk, lbk+1), max(lbk, lbk+1)]

as the conflicting segments of flightj overlap.
So if we take into account all the successive points

of flight i, starting atpk
i , that conflict with over-

lapping segments of flightj, up to some last point
pk+s

i , with lb1 = min{lbk+u, u ∈ [0, s]} andub1 =
max{ubk+u, u ∈ [0, s]} being the overall lower and
upper bounds of the corresponding forbidden inter-
vals fordij , we can define the first conflict between
flights i andj:

dij 6∈ [lb1, ub1]

Note that we take as parameters of the problem in-
stance the minimal and maximal allowable delays
δi ∈ [min_delay, max_delay], therefore the domain
of dij = δj − δi is [−w, w], with w = max_delay−
min_delay. We simply discard the conflict whenever
ub < −w or lb > w.

A pair of flights may conflicts several disjoint
times over their entire trajectories (as illustrated on
figure 3), so several such disjoint intervals may be
forbidden for the difference of their delays. For two
flights i andj conflictingσ times over their entire
trajectories:

dij 6∈ [lb1, ub
1
] ∪ · · · ∪ [lbσ, ub

σ
]

or, rewritten as a disjonctive constraint over the de-
cision variables:

(−w ≤ δj − δi < lb1) ∨

(ub
1

< δj − δi < lb2) ∨ · · · ∨

(ub
σ−1

< δj − δi < lbσ) ∨

(ub
σ

< δj − δi ≤ w)
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Figure 3: Three potential conflicts between to
flights. The gray scale corresponds to time along
the trajectory, the lighter the later.

provided thatlb1 > −w andub
σ

< w, otherwise
the first or last part of the disjonction is removed.

3.2.2 Cost

The cost of a solution is then defined as:

cost= max{|δi|, ∀i ∈ [1, n]}

Note that min_delay= 0 and max_delay> 0 for
all the results presented in section 3.4 such that the
absolute values were not needed for constraining the
cost and such thatw = max_delay. Nevertheless,
small negative values of the minimal delay could be
of interest in an operational context, as aircraft can
be ready for takeoff a few minutes before their slot
in some cases.

We can notice as well that if the cost was defined
as |maxD − min D|, i.e. the range of the delay
values, equivalent solutions would be obtained by
translating the domain[min_delay, max_delay], all
the constraints being defined over differences be-
tween the decision variablesδi.

3.2.3 Other Parameters

The takeoff and landing part of trajectories are trun-
cated around airports within a given radius (usually
10 Nm) as the traffic is considered handled with spe-
cific procedures by the Terminal Area control ser-
vices in these zones.

After the computation of the conflict constraints,
the whole instance is scaled down to a more reason-
able time step (e.g.1 min) than the 15 s used during
conflict detection, ensuring that the original forbid-
den intervals are strictly included in the scaled ones.

Moreover, the flight level of the detected conflicts
can be filtered, for example to only take into account
conflicts occurring within the upper airspace (from
FL290 and above). The minimal and maximal alti-
tude of each conflict is recorded during the detection
stage and a conflict is discarded if it entirely occurs
below or above the specified airspace slice.

We allow as well to filter the time interval dur-
ing which the conflicts may occur, taking the time
bounds of the allowable delay into account. Any
conflict strictly occurring outside the given time in-
terval is then discarded.

For conflict constraints with several exclusion in-
tervals, we add an extra parameter min_gap to pre-
vent using very small allowed interval between two
disjoints but very close conflicts. Such solutions
would be too sensitive to small perturbations of the
original schedule to be operationally robust.

Eventually, all the flights that do not have any
conflict with any other flight are withdrawn from the
instance.

3.3 Search Strategy

The constraints of the problem are reminiscent of
the disjonctive mutual exclusion constraints mod-
elling scheduling problems. At a coarse grain, we
could consider each conflicting area as a machine on
which to process two tasks of different lengths (de-
pending on the speed of the aircraft). Several con-
flicts along a trajectory could be seen as the ordered
tasks of a given job, as in the Jobshop Scheduling
Problem (JSP).

However, the comparison does not hold much fur-
ther. First, the time intervals between any two con-
flict tasks of the same trajectory is fixed, as only one
delay variable is associated with each flight (unlike
the JSP where all tasks are only related with prece-
dence constraints). Secondly, to consider a potential
conflict in 3D only, as the transitive closure of the
overlapping conflicting segments, with task lengths
proportional to the time spent by the aircraft within
the area, is misleading. In this setting, the conflict
associated with two catching-up flights on the same
route would be the entire trajectory, preventing them
from being airborne at the same time! Obviously,
our model is much more precise and allows two
aircraft on the same route being only separated by
5 Nm. Third, the number of “conflict machines”,
if not quadratic in the number of “flight jobs” as
it could ultimately grow for arbitrary instances, is
quite huge anyway as shown on figure 5.

Nevertheless, the branching scheme of our search
strategy is inspired by standard scheduling tech-
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niques, because the essentially disjonctive nature
of our problem shares some issues with scheduling
ones. Trying to start the search by labelling the de-
lay variablesδi would be highly inefficient, because
the constraints are expressed over the differences
dij . Much more filtering is obtained by feeding the
propagation of the arithmetic constraints with new
domain bounds for thedij auxilliary variables.

Similarly to some scheduling branching schemes,
where tasks performed on the same machine are or-
dered pairwise (either taskA precedes taskB or B

precedesA), we either add the constraintdij < lb

or dij > ub in the case of a single conflicting inter-
val. If there are several holes in the domain ofdij ,
branching is repeated with the bounds of the remain-
ing holes. The variabledij with highest sparsity,i.e.
the smallest ratio between the domain size and the
difference of the domain bounds, is chosen first for
branching.

When all conflicts are ordered and there is no
more holes in the domain of thedij , we start la-
belling the decision variablesδi with a standard
dom/deg selection heuristic.

After the first solution is found, the branch and
bound algorithm then proceeds by dichotomy on the
cost domain to find the optimal solution with respect
to minimization of the maximal allocated delay.

3.4 Results

We have implemented this CP model with the
FaCiLe library [BB01] and obtained the following
results on various day of traffic of years 2006 and
2007, with up to 8 000 flights and 285 000 intersect-
ing pairs of trajectories taken into account for the
lowest minimal flight level we could solve. About
10% of the flights are non-European flights, so their
delays are fixed to 0.

The resulting constraint graphs typically exhibit
only one single large connected component of max-
imal degree that can be greater than 300,i.e. a single
flight may conflict with more than 300 other flights.
Large cliques can also be found, as large as involv-
ing more than 60 flights, which indicates the pres-
ence of very entangled and dense traffic areas. The
hardness of the conflict constraints is quite unevenly
distributed, with two peaks for very small and very
big (w.r.t. the maximal delay) forbidden intervals.

We mainly tune the size of our instances by de-
creasing the minimal flight level for which the con-
flicts are taken into account, typically aiming at the
upper airspace (above FL290) where most of the
cruising traffic occurs. However, we were able to
optimally solve one instance with 6 600 flights and

260 000 conflicting pairs, taking all conflicts into
account for the whole day, regardless of the flight
level. Figure 4 shows the number of flights of our
instances as a fonction of the minimal FL. The plots
present two parts, one very steep from the maximal
FL to FL300, then flights add up at a slower rate in
the lower airspace (plots are labelled with their date,
e.g. “070123” for the day of traffic on the 23rd of
january 2007).
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Figure 4: Minimal flight level vs number of flights.

The number of conflicting pairs is not quite
quadratic with the number of flights, as mentioned in
section 3.2 and shown on figure 5, but is quite huge
anyhow, almost reaching 300 000 for our largest in-
stance.
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Figure 5: Number of flights vs number of conflicts.

We were systematically able to obtain optimal so-
lutions within affordable computation times for all
the instances where the 4 GB memory of our Core
2 Duo at 2.4 GHz were not exhausted. As shown in
figure 6, small instances are solved in a few seconds
whereas the biggest ones could take almost half an
hour, growing only quadratically with the number
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of flights. We plan to address larger instances on a
computer with more memory.
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Figure 6: Number of flights vs computation time
(optimality proof) in seconds.

However, the cost of this conflicts-free slot alloca-
tion can be quite high for the busiest days (our worst
case is 162 min above FL250), but may be more rea-
sonable (around 60 min) for less crowded days. Fig-
ure 7 shows that the cost grows steadily for small
instances at high minimal FL, but jumps as soon as
we add the main flows of traffic around FL350. The
optimal cost then seems to be stable for larger in-
stances, triggered only by the flights added around
FL350. The corresponding means exhibit of course
a smoother behaviour, but as we do not try to opti-
mize the sum of delays, it is a poor indicator for our
algorithm (and so is not represented on our graphs).

Note that for september 2008, Eurocontrol re-
ported a mean delay of 25-30min per delayed flights
and a percentage of about 40-55% delayed depar-
tures. Some of these graphs show that some allo-
cated delay may be as high as 90 min, but no precise
figures are given on the maximal delay, though.
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Figure 7: Minimal flight level vs optimal cost.

For one of the days of traffic (plots labelled
“060709s” and “060709d”), we have also tested our
model ondirect routes, i.e. aircraft fly in straight
line in the horizontal plane from origin to destina-
tion, disregarding the waypoints of their flight plan
(which we callstandard routes). Direct routes are
the ideal trajectories for airlines, with respect to op-
erational cost, but such a traffic would be hardly
controllable for human operators and ATC would
have to be fully automated in this context. However,
they tend to generate constraint graphs with a much
lower tightness, and it is interesting to observe that
the bounds obtained with direct routes are much bet-
ter than the standard ones (70 min vs 162 min above
FL250 for the chosen day, with respectively 121 819
and 284 646 conflicting pairs). Flights following
standard routes tend to be on closer trajectories, suit-
able for current ATC procedures to be efficient, but
not using airspace to its full capacity.

4 Further Work

These first results are encouraging for the efficiency
of CP technology applied to such large combinato-
rial optimization problems from ATFM. However,
the use of other optimization techniques like Local
Search (LS) or meta-heuristics could be needed to
further optimize the total amount of delay gener-
ated. Several such solutions are being investigated,
including an hybrid LS algorithm that uses CP to fil-
ter large neighborhoods.

4.1 Validation With CATS

We also plan to validate our model and algorithm
by taking the generated solutions as input delays for
the CATS simulator. If the model is correct, only
the non-European conflicting pairs and the conflicts
occurring below the chosen flight level should re-
main. CATS can also be tuned to add uncertainty
on the ground and vertical speed of aircraft. The
robustness of our solutions could then be checked,
e.g. verifying that the min_gap parameter (see sec-
tion 3.2) has an influence on the remaining number
of conflicts in case of perturbations.

4.2 Sliding Time Windows

We’ve only addressed so far the resolution of con-
flicts within the French airspace alone. However, in
a unified European ATC context, all conflicting traf-
fic throughout the Eurocontrol countries should be
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taken into account. Such instances would comprise
up to30 000 flights per day.

To be able to address larger instances we plan
to adapt our algorithm to repeatedly solve slices of
the problem on a limited time windowTw, then to
keep only the earliest part of the solution over a
smaller intervalλ and to slide the resolution win-
dow byλ. ParametersTw andλ must be carefully
chosen according to the computation time of the res-
olution. Similar approaches are used for dynamic
conflict resolution in the CATS solver as mentioned
in [GDA01].

4.3 Combined Flight Level Allocation

To be able to address such large instances as afore-
mentioned, while maintaining reasonable maximal
delay figures, we also plan to combine our slot al-
location algorithm with a prior flight level alloca-
tion, possibly using CP technology as described in
[BB02]. This first step, computed to minimize hor-
izontally conflicting flows by separating them verti-
cally (trying as well to deviate as little as possible
from requested FLs), is expected to deconflict the
traffic in a substantial amount before time slot allo-
cation. The optimal cost should then remain within
much better bounds than with the raw traffic.

5 Conclusion

We have presented a new ground delaying approach
to solve all potential conflicts occurring above a
given flight level for a day of traffic in the French
airspace. Rather than trying to respect sector capac-
ity constraints, we model each possibly conflicting
situations between any two aircraft and impose de-
lays to keep them separated, with the hypothesis that
aircraft can precisely follow their planned 4D trajec-
tories.

The resulting problem size is huge, but our CP
algorithm is able to reach optimal solutions for all
conflicts occurring inside the upper airspace. The
resulting maximal delay can be comparable to de-
lays allocated by the CFMU, but for the busiest days,
solving all conflicts by ground delaying can be far
too costly.

We plan to address larger (European) instances
and reduce the costs of solutions with different tech-
niques like repeatedly solving the problem on a slid-
ing time windows and combining our delay algo-
rithm with a prior flight level allocation.

Uncertainties remain a major issue in our ap-
proach, and our solutions still have to be checked

on the CATS simulator to estimate their behaviour
(remaining conflicts) with various degrees of noise
in vertical and ground speeds.
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